Neural Natural Language Processing

Lecture 3: Word and document
embeddings



Plan of the lecture

 Part 1: Distributional semantics and vector
spaces.

e Part 2: word2vec and doc2vec models.

e Part 3: Other models for word and document
embeddings.



Data-driven approach to derivation
of word meaning

* Ludwig Wittgenstein (1945): “The meaning
of a word Is Its use In the language”

* Zellig Harris (1954): “If A and B have almost
iIdentical environments we say that they are
synonyms”

» John Firth (1957): “You shall know the word
by the company it keeps.”

Source: https://web.stanford.edu/~jurafsky/slp3/



What does “ong chol” mean?

Suppose you see these sentences:

* Ong choi is delicious sautéed with garlic.
* Ong choi is superb over rice

* Ong chol leaves with salty sauces

" And you've also seen these:
* ...spinach sautéed with garlic over rice
* Chard stems and leaves are delicious
* Collard greens and other salty leafy greens

= Conclusion:
= Ong chol is a leafy green like spinach, chard, or collard
greens

Source: https://web.stanford.edu/~jurafsky/slp3/



“Water Spinach”
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Source: https://web.stanford.edu/~jurafsky/slp3/



We’'ll build a model of meaning
focusing on similarity

* Each word = a vector
- Not just “word” or “word45”.

e Similar words are “nearby in space”

not good

. bad
o by ¢ dislike worst
S . -
that ~ now are incredibly bad .
a i you
than :
Wlth 1 S
very good incredibly good
amazing fantastic
terrific nice wonderful
good

Source: https://web.stanford.edu/~jurafsky/slp3/



We define a word as a vector

* Called an "embedding" because it's embedded into a
space

* The standard way to represent meaning in NLP

* Fine-grained model of meaning for similarity

— NLP tasks like sentiment analysis
* With words, requires same word to be in training and test
* With embeddings: ok if similar words occurred!!!

- Question answering, conversational agents, etc

Source: https://web.stanford.edu/~jurafsky/slp3/



Two kinds of embeddings

e Sparse (e.g. TF-IDF, PPMI)
- A common baseline model
- Sparse vectors

- Words are represented by a simple function of the counts of
nearby words

* Dense (e.g. word2vec)
— Dense vectors

— Representation is created by training a classifier to distinguish
nearby and far-away words

Source: https://web.stanford.edu/~jurafsky/slp3/



Representation of Documents: The
Vector Space Model (VSM)

* (a.k.a. term-document matrix in Information Retrieval)
* word vectors: characterizing word with the documents they occur in
* document vectors: characterizing documents with their words

Documents
d1 d2 | di dn
w1
w2
Words
wj n(di,wj)
wm

n(di, wj):= (humber of words wj in document di) * term weighting
Source: https://web.stanford.edu/~jurafsky/slp3/



Reminders from linear algebra

N
dot-product(V,w) =V -w E — Vw1 +Vvows + ... +VyWN
- * -1: vectors point in opposite
N directions
vector length || = \ ZV? ’ g#:ec\’:if)c;;[(s)rs point in same
= * 0: vectors are orthogonal
N * If values are non-negative,
ZViWi cosine ranges 0-1
L Vew i1
cosine(V,w) = —— =
V[w] N
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Cosine as a similarity measure

* Angle is small - cosine has a large value
 Angle is large — cosine has a small value

/N
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Source: https://blog.acolyer.org/2016/04/21/the-amazing-power-of-word-vectors/ 11



The result of the vector composition
King — Man + Woman = ?
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Relationship

Example 1

Example 2

Source:
https://blog.acolyer.org/2016/04/21/the-
amazing-power-of-word-vectors/

France - Paris
big - bigger
Miami - Florida
Einstein - scientist
Sarkozy - France
copper - Cu
Berlusconi - Silvio
Microsoft - Windows
Microsoft - Ballmer

Japan - sushi

Italy: Rome
small: larger
Baltimore: Maryland
Messi: midfielder
Berlusconi: Italy
zinc: Zn
Sarkozy: Nicolas
Google: Android
Google: Yahoo

Germany: bratwurst

Japan: Tokyo
cold: colder
Dallas: Texas
Mozart: violinist
Merkel: Germany
gold: Au
Putin: Medvedev
IBM: Linux
IBM: McNealy

France: tapas




Plan of the lecture

 Part 1: Distributional semantics and vector
spaces.

e Part 2: word2vec and doc2vec models.

e Part 3: Other models for word and document
embeddings.
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word2vec (Mikolov et al., 2013)

* |dea: predict rather than count

* Instead of counting how often each word w occurs near
"apricot” train a classifier on a binary prediction task:

- Is w likely to show up near "apricot"?

* We don’t actually care about this task

- But we'll take the learned classifier weights as the word
embeddings

14



Use running text as implicitly
supervised training data

 Aword s near apricot
- Acts as gold ‘correct answer’ to the question
- “Is word w likely to show up near apricot?”

* No need for hand-labeled supervision

* The idea comes from neural language modeling
- Bengio et al. (2003)
— Collobert et al. (2011)

15



word2vec

INPUT PROJECTION OUTPUT INPUT PROJECTION  OUTPUT

wit2) PR )
w(t-1) €« W)
\\\ SUM
: B w(t) w(t) R \
\ O\

w(t+1)

wr) 4 w2

CcBOW Skip-gram

« CBOW: predict word, given its close context. Bag-of-words within context

e Skip-gram: predict context, given a word. Takes order into account.

Source: Mikolov, T., Chen, K., Conrado, G., Dean, J. (2013) Efficient Estimation of Word Representations in 16
Vector Space. Proceedings of the Workshop at ICLR, Scottsdale, pp. 1-12.



Continuous bag-of-word model
(CBOW)

N/ |
- quick ‘ brown ‘ fox ‘jumps} over ---

Wi_3 Wi Wi_1 Wi Wit1 Wis2 Wiyt3

Current word: w;
Context: Wi—ny ooy Wij—1, Wit1y -+ 3 Wign

Want to estimate: P(w;|Context) = P(W;|Wi_n, .. , Wi—1, Wis1s -+ » Witn
Loss function:

L=— Zlog P(Wi Wi—p, - s W1, Wig1s oo s Wign)
i

17

Source: Word representations in vector space. Irina Piontkovskaya iPaviov, MIPT 25.10.2018



Skip-Gram model|

Wi_3 Wi Wi_1 Wi Wit Wit2 Wi4t3

Current word: w;
Context: Wi—ny ooy Wi—1, Wig1y -+ s Wign

Want to estimate: P(Context|w;) = ijec'ontext P(wjlw;)

Loss function:

L=— Z log P(w;|w;)
i
j=i-n,.,i-1,i+1,..i+n
18

Source: Word representations in vector space. Irina Piontkovskaya iPavlov, MIPT 25.10.2018



CBOW model

Lookup table: matrix of |V| ;_rob_abil!ty
rows and dim (~50-300) Vector of size dim score s € (—o0, o) istribution
columns p(w|C)

fox —

Word vector v

alar product(v,C) ~ Softmax

qUiCk > e (U,C)
brown>
e (vWJC)
fuTiipE [ ZwEV
Sum of context vectors *For softmax denominator,

e have to calculate e@w©)

for all words in the

i+1,. 040 vocabulary!
Source: Word representations in vector space. Irina Piontkovskaya iPavlov, MIPT 25.10.2018




Skip-gram model

Lookup table: matrix of |V| Vector of size dim score s € (—o0, o) Probability

rows and dim columns Distribution
p(Clw)

A4

Word vector v

alar product(v,C)  Softmax

brown>

\ 4

Context vector C
*For softmax denominator,

have to calculate e %) for
all words in the
vocabulary!

Source: Word representations in vector space. Irina Piontkovskaya iPaviov, MIPT 25.10.2018




Training tricks

e Softmax issue:

e @,0)

Qiwev e ("Cw)

e Denominator in softmax i1s a sum for the whole
dictionary.

* Softmax calculation is required for all (word,
context) pairs

Source: Word representations in vector space. Irina Piontkovskaya iPavlov, MIPT 25.10.2018
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Hierarchical softmax

Hierarchical softmax uses a binary tree to represent all words in the
vocabulary. The words themselves are leaves in the tree. For each
leaf, there exists a unigue path from the root to the leaf, and this path
IS used to estimate the probability of the word represented by the leaf.
“We define this probability as the probability of a random walk starting
from the root ending at the leaf in question.”

n(wy,1)

Wy W, W, W,y Wy Wy

Figure 4: An example binary tree for the hierarchical softmax model. The white units are
words in the vocabulary, and the dark units are inner units. An example path from root to
wo is highlighted. In the example shown, the length of the path L(ws) = 4. n(w, j) means

the 7-th unit on the path from root to the word w. 22

Source: https://blog.acolyer.org/2016/04/21/the-amazing-power-of-word-vectors/



Hierarchical softmax

Source: http://building-babylon.net/2017/08/01/hierarc hical-softmax/


http://building-babylon.net/2017/08/01/hierarchical-softmax/

Hierarchical softmax

Source: http://building-babylon.net/2017/08/01/hierarchical-softmax/


http://building-babylon.net/2017/08/01/hierarchical-softmax/

Hierarchical softmax

P("gitia" |C) = P (tight|C) P, (16tt|C) B, (rigt

P, (right|C) =1 — P, (left|C)

P, (left|C) = o (vl ac)

Source: http://building-babylon.net/2017/08/01/hierarchical-softmax/
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http://building-babylon.net/2017/08/01/hierarchical-softmax/

Hierarchical softmax

ldea: represent probability distribution as a tree, where leaves are
classes (words in our case).

 p1l, ..., pn-leaves probabilities
* Mark each edge with probability of choosing this edge, moving down

t
the tree i

P(left|n,, V ““\\P( right|n,,w)=1-P(leftiny,w)

Ny \\\
/ / ® o \

o
P1 Pz P3 DPa
If Ey, ..., Ex - path to leaf /, then p; = Py * --- % Pg,

Source: Word representations in vector space. Irina Piontkovskaya iPavlov, MIPT 25.10.2018

Ps Pn
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Hierarchical softmax

 Huffman tree: minimizes the expected path
length from root to leaf

* => minimizing the exp. number of updates

word count

fat Wi Benan Jree
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and

and

L T
‘;ml.gl fok pétaty

o kargarsd

in
today
kangaroo

m-r:-w;co—umw
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Source: http://building-babylon.net/2017/08/01/hierarchical-softmax/


http://building-babylon.net/2017/08/01/hierarchical-softmax/

Negative sampling

Another methods to avoid softmax calculation:

Consider for each word w binary classifier: if given word C
IS good context for w, or not

For each word, sample negative examples (negative count

= 2...25) ;
Sampling probability(n) = P(n)4

P(u) — word probability in the corpus

Loss function:

L=— Z (log o ((vy, uc)) + Z log a(—(vy, un)))

w,C neNeg

Logistic regression objective

Source: Word representations in vector space. Irina Piontkovskaya iPavlov, MIPT 25.10.2018
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word2vec: Skip-Gram

e word2vec provides a variety of options (SkipGram/CBOW, hierarchical
softmax/negative sampling, ...). We will look more closely at:

“skip-gram with negative sampling” (SGNS)

* Skip-gram training:

1) Treat the target word and a neighboring context word as positive examples.
2) Randomly sample other words in the lexicon to get negative samples
3) Use logistic regression to train a classifier to distinguish those two cases

4) Use the weights as the embeddings

29



Skip-Gram Training Data

Training sentence: Asssume context words are those in +/-
2 word window.

tablespoon of apricot jam a
cl c2 target c3 c4

Given a tuple (t,c) = target, context
= (apricot , jam)
= (apricot, aadvark)

Return probability that c is a real context word:
P(+[t,c)
P(=[t,c) = 1-P(+|t,c)

30



How to compute p(+|t,c)?

" [ntuition:
= Words are likely to appear near similar words
= Model similarity with dot-product!
= Similarity(t,c) «t-c
= Turning dot product into a probability

SIS 0 1

31



Computing probabilities

Turning dot product into a probability:

| P(—l|t,c) = 1—P(+]t,c)
P(_|_|t7c) — 1_|_e_t.c e—t-C
1 4etc

Assume all context words are independent:

- 1
P(—|—|t,C1:k) — H T log P —|-|t Clk Zlog 1_|_e—tc
i=1

32



Positive and negative samples

Training sentence: Asssume context words are those in +/-

2 word window.

tablespoon of apricot jam a

cl

positive examples +
t C

c2 target c3 c4

negative examples -
t C t C

apricot tablespoon
apricot of
apricot preserves
apricot or

apricot aardvark apricot twelve
apricot puddle apricot hello
apricot where  apricot dear
apricot coaxial apricot forever

33



Choosing noise words

= Could pick w according to their unigram frequency P(w)
= More common to chosen then according to p_(w)

count(w)?

B >, count(w)®

* o= % works well because it gives rare noise words slightly
higher probability

* To show this, imagine two events p(a)=.99 and p(b) = .01:

.99.75
9975+ 0175
.01.75
T 99754 0175

Py (w)

Py(a) = 97

.03

34



Objective function
" We want to maximize...

Z logP(+|t,c) + Z logP(—t, c)
(t,c)e+ (t,c)e—
= Maximize the + label for the pairs from the positive training
data, and the — label for the negative samples.

L(e) — lOgP(—l—ll,C)—|—ZlOgP(—|Z,ni)
i=1
k
logG(c-t)—l—ZlogG(—n,--t)
i=1

k
1 1
=1 1
8 1+ect —I_; 08 1+ et
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Embeddings:
welghts to/from projection layer

Input layer Hidden layer Output layer
Oy,
O|):
O\ Vs

Wi Vz{w,t_'j}

& it
7

Ol Y5

=
eXIeXIIeYe]

>
bl

[ O Emm
-

Xy |O

L O

Yy

W. and W_,™: V x N matrices

every word is embedded in N dimensions, which is the size
of the hidden layer

Note: embeddings for words and contexts differ
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Training word2vec model: summary

e Start with V random 300-dimensional vectors as initial
embeddings

* Use logistic regression, the second most basic classifier
used in machine learning after naive bayes

— Take a corpus and take pairs of words that co-occur as
positive examples

— Take pairs of words that don't co-occur as negative examples

— Train the classifier to distinguish these by slowly adjusting all
the embeddings to improve the classifier performance

— Throw away the classifier code and keep the embeddings.

37



What does the model learns

* The model tries to increase the scalar product of good
(word, context) pairs and decrease for the bad ones.

* How to increase the scalar product of two vectors?

* increase lengths of one of the vectors: in that case, all
scalar products of this vector are increasing

(x,y) = llxllllyll cos ¢ (x, y)

— decrease angle between vectors
— word vector tends to have small angle with its context vector

— vectors which are frequently occur in the same context tend
to be close to each other

38



What does the model learns

* The skip-gram model tries to shift embeddings so the target embeddings (here for apricot)
are closer to (have a higher dot product with) context embeddings for nearby words (here
jam) and further from (have a lower dot product with) context embeddings for words that
don’t occur nearby (here aardvark).

.-~ decrease
_-“similarity( apricot , aardvark) ..

=
k‘\
. LG :
s e ~.
. I Ty
s ~
'
r

1 . d , .
1 ; s R W
_ increase e %
apricot i[©e:-e-e9) similarity( apricot , jam) 1.2, k
t : . C. =
arget word tl ; CJ . = ol
. ® ®
= o
o o
d © 9
v © &
: . , 0 Q
“...apricot jam...” s %
& & o
& >
Q 606‘
&

Source: https://web.stanford.edu/~jurafsky/slp3/6.pdf



Vector Algebra
for Analogy Questions

Observation: words in the
same relation have
similar vector differences

Syntactic analogy
guestions:
‘alstobascisto..”
(rough is to rougher as
toughisto ...

Relationship Example 1 Example 2 Example 3
France - Paris Italy: Rome Japan: Tokyo Florida: Tallahassee
big - bigger small: larger cold: colder quick: quicker
Miami - Florida Baltimore: Maryland Dallas: Texas Kona: Hawaii
Einstein - scientist Messi: midfielder Mozart: violinist Picasso: painter
Sarkozy - France Berlusconi: Italy Merkel: Germany Koizumi: Japan
copper - Cu zinc: Zn gold: Au uranium: plutonium
Berlusconi - Silvio Sarkozy: Nicolas Putin: Medvedev Obama: Barack
Microsoft - Windows Google: Android IBM: Linux Apple: iPhone
Microsoft - Ballmer Google: Yahoo IBM: McNealy Apple: Jobs
Japan - sushi Germany: bratwurst France: tapas USA: pizza
o gaasiin QUEENS
/ AUNT
e / KINGS
UNCLE
QUEEN \ QUEEN
KING KING

Source: Mikolov, T., Yih, W., Zweig, G. (2013): Linguistic Regularities in Continuous Space Word Representations.

Proc. HLT-NAACL '13, pp. 746-751
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How about larger units than a word?

* Larger linguistic units:
— Multi-word expression, noun phrase, ...
- Sentence
- Paragraph
- Document
- ... corpus?

* Representing them in a low-dimensional fixed-length format is useful
for feeding them into a neural network

— Text categorization, sentiment analysis, gender detection, ...
- Clustering, analogies, arithmetics, ... representing in a single space is useful

41

Source: .



Pooling / averaging of word vectors

* The straightforward approach of averaging
each of a text's words' word-vectors creates a
quick and crude document-vector

- often be useful

— can be improved if weights, like TF-IDF are used
and stopwords are removed

- many models exist which outperform this baseline

]

Image source: https://embarc.org/embarc_mli/doc/build/html/MLI_kernels/pooling_avg.html



Doc2vec model

Classifier B

4‘ Classifier the cat sat on
Average/Concatenate (IIIIT ‘\.}ﬂm/n'/
Paragraph Matrix----- > * W W | W Paragraph Matrix -—------- "

I | [
Paragraph +the cat sat
id Paragraph
1d
Paragraph vector with Distributed bag of words

distributed memory (PV-DM) version (PVDBOW)

43
Source: https://arxiv.org/pdf/1507.07998.pdf



Doc2vec: Paragraph Vector -
Distributed Memory (PV-DM)

 word2Vec CBOW

* Vectors are obtained by training a neural
network on the task of predicting a center word

based an average of context word-vectors
and the document vector.

Classifier X 43
Average/Concatenate
IIIIIII:I IIIIIIIII III:I%EIII
Paragraph Matrix----- > D W W W
| | | ! A4
Paragraph x,.

X, X.
id 1 1+1 i+2



Doc2vec: Paragraph Vector -
Distributed Memory (PV-DM)

* Paragraph vector Is concatenated or averaged
with local context word vectors to predict the
next word.

* The prediction task changes the word vectors
and the paragraph vector.

Classifier X.43
I 1 M 1 |Di_1|—k
log(p(wi|w!_,,...,w',,D;))
—f ’ +k° I
Average/Concatenate EEERREE M ; | D | ;

/7 ‘ \ D e rMxR— document matrix

0 [OOooo OOon OO
t ) 1 t

Paragraph Matrix-----> | D W W W w e RV*P —word matrix (word2vec)

Paragraph )
igd p X, Xi1 Xi4o 45




Getting a vector for an unseen
document during training

» Step 1: Fix W so that it is not updated

e Step 2: Augument D with the new randomly
Initialized row

e Step 3: Train for several iterations with the new
row holding the embeddings for the inferred vector

* Note: This will not give exactly the same vector
for a sentence from a training data!

Source: https://datascience.stackexchange.com/questions/10612/doc2vecgensim-how-can-i-infer- 46
unseen-sentences-label



Doc2vec: Paragraph Vector -
Distributed Bag of Words (PV-DBOW)

* Word2vec SkipGram model

* Vectors are obtained by training a neural
network on the task of predicting a target word
just from the full document's doc-vector.

ifi X. X, X, X.
Classifier § e, i+3

|

Paragraph Matrix ---------= > | D
1
Paragraph 47

id




Doc2vec: Paragraph Vector -
Distributed Bag of Words (PV-DBOW)

* No local context in the prediction task.

* At Inference time, the parameters of the
classifier and the word vectors are not needed

* backpropagation is used to tune the paragraph
VeCtOrS Classifier | X. X

: b 4 X .
1 1+1 1+2 1+3

|

Paragraph Matrix ---------= > | D
|
Paragraph 48

id




Visualization of Wikipedia paragraph
vectors using t-SNE

‘o ® Areas of Computer Science
: ® Athletic Sports
" [ ® Species
: ® Albums
® Films
X
-' L
WK,
' L ]
PR U N

49

' . Source: https://arxiv.org/pdf/1507.07998.pdf



Nearest neighbors Wikipedia
articles to “Machine learning” article

LDA Paragraph Vectors

Artificial neural network Artificial neural network
Predictive analytics Types of artificial neural networks
Structured prediction Unsupervised learning
Mathematical geophysics Feature learning

Supervised learning Predictive analytics

Constrained conditional model  Pattern recognition

Sensitivity analysis Statistical classification

SXML Structured prediction

Feature scaling Training set

Boosting (machine learning) Meta learning (computer science)
Prior probability Kernel method

Curse of dimensionality Supervised learning

Scientific evidence Generalization error

Online machine learning Overfitting

N-gram Multi-task learning

Cluster analysis Generative model

Dimensionality reduction Computational learning theory
Functional decomposition Inductive bias 50

Bayesian network Semi-supervised learning

Source: https://arxiv.org/pdf/1507.07998.pdf



Wikipedia nearest neighbours to
“Lady Gaga” (Paragraph Vectors)

Article Cosine
Similarity
Christina Aguilera 0.674
Beyonce 0.645
Madonna (entertainer) 0.643
Artpop 0.640
Britney Spears 0.640
Cyndi Lauper 0.632
Rihanna 0.631
Pink (singer) 0.628
Born This Way 0.627

The Monster Ball Tour 0.620

Source: https://arxiv.org/pdf/1507.07998.pdf
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Wikipedia nearest neighbours to
“Lady Gaga” - “American” + “Japanese”

Article Cosine
Similarity
Ayumi Hamasaki 0.539
Shoko Nakagawa 0.531
Izumi1 Sakai 0.512
Urbangarde 0.505
Ringo Sheena 0.503
Toshiaki Kasuga 0.492
Chihiro Onitsuka 0.487
Namie Amuro 0.485
Yakuza (video game) 0.485

Nozomi Sasaki (model) 0.485

Ayumi Hamasaki

Japanese singer

52

Source: https://arxiv.org/pdf/1507.07998.pdf



Nearest Neighbours to “Distributed
Representations of Sentences and
Documents” using Paragraph Vectors

Title Cosine
Similarity
Evaluating Neural Word Representations in Tensor-Based Compositional Settings 0.771
Polyglot: Distributed Word Representations for Multilingual NLP 0.764
Lexicon Infused Phrase Embeddings for Named Entity Resolution 0.757
A Convolutional Neural Network for Modelling Sentences 0.747
Distributed Representations of Words and Phrases and their Compositionality 0.740
Convolutional Neural Networks for Sentence Classification 0.735
SimLex-999: Evaluating Semantic Models With (Genuine) Similarity Estimation 0.735
Exploiting Similarities among Languages for Machine Translation 0.731
Efficient Estimation of Word Representations in Vector Space 0.727
Multilingual Distributed Representations without Word Alignment 0.721
53

Source: https://arxiv.org/pdf/1507.07998.pdf



Performance evaluation

e Performances of different methods at the best
dimensionality on the arXiv article triplets

Model Embedding dimensions/topics Accuracy
Paragraph vectors 100 85.0%
LDA 100 85.0%
Averaged word embeddings 300 81.1%
Bag of words 80.4%

Source: https://arxiv.org/pdf/1507.07998.pdf



Plan of the lecture

 Part 1: Distributional semantics and vector
spaces.

e Part 2: word2vec and doc2vec models.

 Part 3: Other models for word document
embeddings.
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Some other popular dense word
embedding methods

= word2vec (Mikolov et al., 2013)
https://code.google.com/archive/p/word2vec/

* GloVe (Pennington et al., 2014)
http://nlp.stanford.edu/projects/glove

* fastText (Bojanowski et. al., 2017)
http://www.fasttext.cc
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Tons of other models and
applications of word embeddings

= Google Scholar  word embeddings

Articles

Any time

Since 2019
Since 2018
Since 2015
Custom range...

Sort by relevance
Sort by date

v/ include patents
v include citations

Create alert

pair2vec: Compositional word-pair embeddings for cross-sentence inference
M Joshi, E Choi, O Levy, DS Weld... - arXiv preprint arXiv ..., 2018 - arxiv.org

Reasoning about implied relationships (eg paraphrastic, common sense, encyclopedic)
between pairs of words is crucial for many cross-sentence inference problems. This paper
proposes new methods for learning and using embeddings of word pairs that implicitly ...

v¢ DY Citedby7 Related articles All 3 versions 99

Morphological word embeddings
R Cotterell, H Schitze - arXiv preprint arXiv:1907.02423, 2019 - arxiv.org

Linguistic similarity is multi-faceted. For instance, two words may be similar with respect to
semantics, syntax, or morphology inter alia. Continuous word-embeddings have been
shown to capture most of these shades of similarity to some degree. This work considers ...

v YY Cited by 60 Related articles All 4 versions 9

(PoF] Contextual string embeddings for sequence labeling
A Akbik, D Blythe, R Vollgraf - ... of the 27th International Conference on ..., 2018 - aclweb.org

... This paper is structured as follows: we present our approach for extracting contextual string embed-
dings from character-level ... 2 Contextual String Embeddings ... passes sentences as sequences of
characters into a character-level language model to form word-level embeddings ...

v¢ DY Cited by 144 Related articles All 6 versions 99

Word embeddings quantify 100 years of gender and ethnic stereotypes
N Garg, L Schiebinger, D Jurafsky... - Proceedings of the ..., 2018 - National Acad Sciences
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Global Vectors (GloVe)

* ODbjective function: x,, —Mmatrix of word-word
y Ij co-occurrence counts
- - 2
i = Z f (Xz'j) (WI- Wi + b, +bj — logXl-j)
= w € R4 —word vectors
 Weighting function: W € R - context vectors
10 t
- (X/Xmax)” 1 X < Xmax _ :
Fx) = { 1 otherwise o :
0.6 | :
f(Xi) 1 :
04 1 .
0.2 | E
0_0'.....,,!........,.L.Xij

Lmax
58

Source: Glove: Global vectors for word representation. In Proceedings of the 2014 conference on empirical methods in natural language processing (EMNLP)



Global Vectors (GloVe)

* Selling points:
- Fast training
— Scalable to huge corpora
- Good performance even with small corpus. and small vectors

Training Time (hrs)
{-:5 6 9 1.2 1.5 1.8 2.1 24

Model | Dev Test ACE MUC7 72f

Discrete | 91.0 854 774 734 | _

SVD |90.8 857 773  73.7

SVD-S | 91.0 855 776 743 | s m

SVD-L | 90.5 848 736 715 .|

HPCA | 92.6 887 81.7 80.7 2

HSMN | 905 857 78.7 747 o4 e trig- S

CW 022 R74 81.7 80.2 62| 4

CBOW | 93.1 882 822 8l.1 TS

GloVe | 932 883 829 822 T lterations (Glove)
12345 b 7 10 12 15 20

Negative Samples (Skip-Gram)

Source: Adopted from Richard Socher, CS224n 2016 course and Pennington, J., Socher, R., & Manning, C. (2014, October). Glove: Global vectors for word
representation. In Proceedings of the 2014 conference on empirical methods in natural language processing (EMNLP) (pp. 1532-1543).



fastText

* From the developer of word2vec model
- and is based on the SGNS model

 fastText is developed for text classification, but it can also
be used to learn word embeddings.

- For text classification read:
https://arxiv.org/pdf/1607.01759.pdf

- For word embeddings read: https://www.mitpressjournals.org/
doi/pdfplus/10.1162/tacl a 00051
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fastText

* Uses character n-grams and word n-grams:
- morphological information, not only context;

— considering Subword units, and representing words
by a sum of its character n-grams.

* The original SGNS loss:

T

Z Zﬁ(s(wt, we)) + Z ((—s(wy, n))

S —scoring function: maps pairs of (word, context) to scores in R

s(We, We) = Wy, Vi,

(:x— ldg(l + e~ ") —logistic loss

61
Source: https://www.mitpressjournals.org/doi/pdfplus/10.1162/tacl_a 00051



fastText

* By using a distinct vector representation for each word,
the SGNS model ignores the internal structure of

words.

* A different scoring function s which takes into account
this information!

 Each word w Is represented as a bag of character n-
grams.

— Add special boundary symbols < and > at the beginning and
end of words.

— Include the word w itself in the set of n-grams.

Source: https://www.mitpressjournals.org/doi/pdfplus/10.1162/tacl_a 00051
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fastText

e Word “where” and n = 3:

<wh, whe, her, ere, re>

<where>.

* Suppose a dictionary of n-grams of size G:
- Gy C {1,...,G} - set of n-grams appearing in w
- Associate a vector z,to each n-gram g;
- The scoring function is:

s(w,c) = Z z;}rvc

gng

Source: https://www.mitpressjournals.org/doi/pdfplus/10.1162/tacl_a 00051
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Word vs Sense Embeddings



Word vs Sense Embeddings

o armchair O plot
Ofurnﬂure O e O table#2 O graph



Sense embedding: various methods
were proposed

Sense Embeddings

£ 1

Knowledge-Based: Knowledge-Free:
use inventory of a Induce an inventory
lexical resource from text corpus
Chen et al. (2014) T

Rothe & Schize (2015)
Camacho-Collados et al. (2015)
lacobacci et al. (2015)
Nieto Pina and Johansson (2016)

Retrofit word
embeddings into an
induced inventory

Induce sense
embeddings directly

Huang et al. (2012)
Tian et al. (2014)
Neelakantan et al. (2014)
L and Jurafsky (2015)
Bartunov et al. (2016)
Lee and Chen (2017)

Pelevina et al. (2016)
Hemus and Biemann (2018)



Knowledge-based sense
Inventories: dictionaries, etc.

h

@ Python (programming language) <« - fusr/bin/python « -
/usr/local/bin/python « - Python language <« - Python programming
language <«

Python is a widely used general-purpose, high-level programming language. #)
&

programming language * free software * scripting language @

Stackless Python

Guido van Rossum

Python Software Foundation » Guido van Rossum
Cython » Stackless Python

ALGOL 68 » alphabet * ruby

Python Software Foundation License

& More relations

EXPLORE NETWORK
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AutoExtend: a knowledge-based
model using WordNet

L/suit (textil) S/suit-of-clothes L/suit (textil)
W/suit <OOOO_>OOOO_)OOOO\ W/suit
L/suit (law) L/suit (law)
ONONONO Lr L L Bl e
W/case L/case S/lawsuit L/case W/case
—{O O O O L3 0 O0O0O0OF—
W/lawsuit L/lawsuit L/lawsuit W/lawsuit
—O O O O L DO —>
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Multi-Sense Skip-gram:
Neelakantan et al. (2015) model

Step 1: The vector representation of the context is the average
of its context words’ vectors.

Step 2: For every word type, maintain clusters of its contexts.

Step 3: The sense of a word token is predicted as the cluster
that is closest to its context representation.

Step 4: After predicting the sense of a word token, perform a
gradient update on the embedding of that sense.

Note: Sense discrimination and learning embeddings are
performed jointly.
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Multi-Sense Skip-gram:
Neelakantan et al. (2015) model

Word Context

Viartor Vectors

v(w,,,)

V(W,m)

word W,

viw,,)

v(w, ,)

Figure 1: Architecture of the Skip-gram model
with window size R; = 2. Context ¢; of word
wy consists of w1, Wi_2, Wii1, Wiyo.

Context
Vectors

Context
Vectors

Word Sense
Vectors

Context Cluster
Centers

@] 0
0 0
v.(w,,) . 2 o
B : Average Context [ 1 : VeWiio)
Vector () )
@ P H(w,1) Q| viw,1) @]
O o o 0
0 @] @ )
Vg(wtﬂ) : T T : Vg(W|+1)
(] @ |v(w,2)
o ohwa 9" fle
) ] : )
) ] Ll ]
Vg(wt_1) . : . . V(WI-T)
® 0 ] o
0 Vcontext{ct) ("] U(Wt,3) (0] 0
— ) gl ] p—
: ] ] :
Vg(wt_z) . L l . Vg(wl_z)
° Predicted V(w,3) 0
Sense s
Ll : L]

Figure 2: Architecture of Multi-Sense Skip-gram
(MSSG) model with window size R; = 2 and
K = 3. Context ¢; of word w; consists of
W1, W2, Wiy 1,Wsr2. The sense 1s predicted by
finding the cluster center of the context that is clos-
est to the average of the context vectors.



Non-Parametric Multi-Sense Skip-
gram: Neelakantan et al. (2015)

* Create a new cluster (sense) for a word type with probability
proportional to the distance of its context to the nearest
cluster (sense).

e The number of senses for a word Is unknown and is learned
during training.

e New context cluster and a sense vector are created online
during training

- when the word is observed with a context were the similarity
between the vector representation of the context with every
existing cluster center of the word is less than A

— A IS a hyperparameter
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Non-Parametric Multi-Sense Skip-
gram: Neelakantan et al. (2015)

* Nearest Neighbors of the word plant for
different models:

Skip- | plants, flowering, weed, fungus, biomass
gram
plants, tubers, soil, seed, biomass
MS refinery, reactor, coal-fired, factory, smelter
-SG asteraceae, fabaceae, arecaceae, lamiaceae, eri-
caceae
plants, seeds, pollen, fungal, fungus
NP factory, manufacturing, refinery, bottling, steel
MS fabaceae, legume, asteraceae, apiaceae, flowering
-SG power, coal-fired, hydro-power, hydroelectric, re-
finery




Nearest neighbors of each sense of
each word by cosine similarity

APPLE
Skip-gram blackberry, macintosh, acorn, pear, plum
pear, honey, pumpkin, potato, nut
MSSG microsoft, activision, sony, retail, gamestop
macintosh, pc, ibm, iigs, chipsets
apricot, blackberry, cabbage, blackberries, pear
NP-MSSG microsoft, ibm, wordperfect, amiga, trs-80
Fox
Skip-gram abc, nbc, soapnet, espn, kttv
beaver, wolf, moose, otter, swan
MSSG nbc, espn, cbs, ctv, pbs
dexter, myers, sawyer, kelly, griffith
NP-MSSG rabbit, squirrel, wolf, badger, stoat
cbs,abc, nbc, wnyw, abc-tv
NET
Skip-gram profit, dividends, pegged, profits, nets
snap, sideline, ball, game-trying, scoring
MSSG negative, offset, constant, hence, potential
pre-tax, billion, revenue, annualized, us$
negative, total, transfer, minimizes, loop
NP-MSSG pre-tax, taxable, per, billion, us$, income

ball, yard, fouled, bounced, 50-yard
wnet, tvontorio, cable, tv, tv-5

RocK

Skip-gram glam, indie, punk, band, pop
rocks, basalt, boulders, sand, quartzite

MSSG alternative, progressive, roll, indie, blues-rock
rocks, pine, rocky, butte, deer

NP-MSSG granite,‘bas:-alt, -outcropping, rocks, quartzite
alternative, indie, pop/rock, rock/metal, blues-rock

RuUN

Skip-gram running, ran, runs, afoul, amok
running, stretch, ran, pinch-hit, runs

MSSG operated , running, runs, operate, managed
running, runs, operate, drivers, configure
two-run, walk-off, runs, three-runs, starts

NP-MSSG operated, runs, serviced, links, walk

running, operating, ran, go, configure
re-election, reelection, re-elect, unseat, term-limited
helmed, longest-running, mtv, promoted, produced
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SenseGram: from pre-trained word
embeddings to sense embeddings

* Graph clustering

~ Chinese Whispers .
: 0. g g
- (Biemann, 2006) 9O
m
initialize: _ E
forall v; in V: class(vi)=i; 1 El E]
while changes:
i 1 ) ] Wy domi d der:
ozalass‘;vl)ihighreasi o?%aiiedor cel]fass @

in neighborhood of v;




SenseGram: from pre-trained word
embeddings to sense embeddings

e Sense embeddings using retrofitting:

— 1 2

—_— | — Iculate Word
Learning Word Vectors »|  Calculate Wor
Word Vectors Similarity Graph
Text Corpus lWord Similarity Graph
3

4
< Pooling of Word Vectors |« Word Sense Induction
Sense Inventory

Sense Vectors
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SenseGram: from pre-trained word
embeddings to sense embeddings

e Sense embeddings using retrofitting:

heading
DoD
oD
—f— 00D
. == matnx
header
= m sofa /
c:ab?net iy
\ figure .
ﬁi f't table "’{ﬂd 7.
rniture graphic
' \ Ghd / \\d _
stoof r [::‘: I
bed
bench object
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SenseGram: from pre-trained word
embeddings to sense embeddings

* Neighbors of word and sense vectors:

Vector | Nearest Neighbors

table tray, bottom, diagram, bucket, brackets, stack, basket,
list, parenthesis, cup, saucer, pile, playfield, bracket,
pot, drop-down, cue, plate

table#0 | leftmost#0, column#1, tableau#l, indent#1, bracket#3,
pointer#0, footer#1, cursor#1, diagram#0, grid#0

table#1 pile#1, stool#1, tray#0, basket#0, bowl#1, bucket#0,
box#0, cage#0, saucer#3, mirror#l, pan#1, lid#0
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Word and sense embeddings of
words Iron and vitamin

[vitaming] \
[ois] (aci]
W aluminum
titanium jd
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Source: LREC'18 (Remus & Biemann, 2018)
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rpac

MOATP2fRbrpacy
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SenseGram: word sense
disambiguation

» Step 1. Context extraction — use context words
around the target word

e Step 2: Context filtering — based on context
word's relevance for disambiguation

e Step 3: Sense choice In context — maximise
similarity between a context vector and a sense
vector
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SenseGram: word sense
disambiguation

table senses

They bought a table and chairs for kitchen. data | furniture
@ context window = 4
They bought a and chairs for kitchen
(/ cosine (c;, s;)
0.04{0.01| |-0.17{0.03| | 0.23|0.16 -0.03|0.04| |0.23(0.65| (0.13|0.11| |0.07 | 0.62
{/ relevance score
0.03 0.20 0.06 0.07 0.42 0.02 0.55
@ context filtering
chairs + | kitchen
@ cosine (Cuygs ;)

0.07 | 0.63

—>

table (furniture)
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Application of sense representations:
humor detection and generation?

- Tol rae 6bin?
- Ha gHe poXXaeHuA.
- A rae OHO, AHO POXAEHUA?
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Affine transformation of word
embedding spaces

* |nput: word vector (embedding)

e Output: word vector

- In the same space (different transformation yield
different properties. e.g. semantic and
morphological relations)

- In a different space, e.g. in a different language -
machine translation

. . W » Reflection
y — Ail’? _I_ b * Rotation
* Scaling

* Translation



Cross-lingual embeddings

 x; € R‘’— word embedding in the source language
e v €R‘_word embedding in the target language

* Learn a linear transform for some subset of
word embeddings (Procrustes problem):

1% =argmH},n;I|Wx5-yfllz




Cross-lingual embeddings

* Making It better (orthogonal Procrustean
problem):

wW* = arg min | [WX = Y| |, where: wWiw =1
I- identity matrix
* Solution via SVD:

X'y = Uuzv?!, singular value decompostion
w*=uv"'
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RU-UK cross-lingual mapping
example

ru_emb.most_similar([np.matmul(uk_emb["cepnenub"], W)])

[(*anpens', 0.8237907290458679),
("ceHTsbpb', 0.8049713373184204),
(‘mMapT', 0.802565336227417),
("wioHb', 0.8021842241287231),
("okTA6pb', 0.8001736402511597),
("Ho6pb', 0.793448269367218),
("¢espanb', 0.7914119958877563),
("wionb', 0.7908108234405518),
(‘aBrycT', 0.789101779460907),
('nekabpb', 0.7686372995376587) ]
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Affine transformation for prediction of
hypernymy relations (Fu et al., 2014)

 Hypernyms: cat -~ animal, dog —» animal,
panana - fruit, apple - fruit, ...

* Learn a linear projection from more specific
word (hyponym) to more generic word
(hypernym) using:

1
" = argmin — Z lz® — y|°

‘I) |P| (x,y)EP

P — s a set of training hyponym-hypernym pairs
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Hyperbolic (Poincare) embeddings

P5 D3
S
P4 )
P1
P2 ,_!_7 o i /f/%
/ fu v A
(a) Geodesics of the Poincaré disk (b) Embedding of a tree in B2 (c) Growth of Poincaré distance

Figure 1: (a) Due to the negative curvature of /3, the distance of points increases exponentially (relative to their
Euclidean distance) the closer they are to the boundary. @Growth of the Poincaré distance d(u, v) relative to
the Euclidean distance and the norm of v (for fixed ||u|| = 0.9). @Embedding of a regular tree in 3% such that
all connected nodes are spaced equally far apart (i.e., all black line segments have identical hyperbolic length).
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Source: https://arxiv.org/pdf/1705.08039.pdf



Hyperbolic (Poincare) embeddings

* Poincaré ball: BY={zecR?||z| < 1}
e Distance on a ball between two points:

lu — v]|? )
d(u,v) = arcosh (1 4+ 9
(= Tl - [ol?)
| OSS: -
L(O) = Z log -
(u,v)eD ZU’EN(u)e d(u,v’)

- set of negative examples for u: N (u) = {v| (u,v) € D} U {u}
- 10 negative samples per 1 positive
©’ < argmin £L(O) s.t. VO, € ©:]6;] <1

e
Source: https://arxiv.org/pdf/1705.08039.pdf



Trained on WordNet relations

* Two-dimensional Poincaré embeddings of transitive
closure of the WordNet mammals subtree.

» Vs . ." ;-
\rn a o 22 n
S A .f.- p

A
| Aquatic Mammal |
. L J

2 Killer Whale
' ( Finback

f SS_Y A
.-!‘;'. .
SR

AP e
»
/ \_ U}erman'shspherdj

N

(a) Intermediate embedding after 20 epochs (b) Embedding after convergence



Hyperbolic (Poincare) embeddings:
Hearst patterns

Pattern

X which is a (example | class | kind | ...) of Y
X (and | or) (any | some) other Y

X which is called Y

X 18 JJS (most)? Y

X a special case of Y

X 1s an Y that

X is a !(member | part | given) Y

|(features | properties) Y such as X, Xo, ...
(Unlike | like) (most | all | any | other) Y, X

Y including X, X, ...
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Source: https://arxiv.org/pdf/1902.00913.pdf



Hyperbolic (Poincaré) embeddings

" global_market '

- king

gl . sea_turtle trtle | Stock_market . . .
® giant_sea_turtle s - _ . management

% J".

~ marine_animal

-~ mammal anirnal , R
contemporary_dance_music

Eoscs U white hotse oMcialtt liheral : aUthOFIT}’ o " aspect. of® musi
Ei former white_house_press_secretary_ari_fleischer : - type_of_music . asp
. ECHNuInOV i music . o orchestral_music
pohcy_area. - rellglon stinrioe I genre_ of music | .omema o
< o Ll christian - _ i ileld of science
" technology _issue unlted_states i e o e e

rellglous_group T actuarlal | science
us_state oo Y

technology drlven company
g facebook. com

- domestlc technology firm -

contemporary_christian
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Source: https://arxiv.org/pdf/1902.00913.pdf
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